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Key Facts 

 The growing complexity of exploitable data in the business world requires a future oriented list 

of companies in the area of Big Data Analytics 

 The high infrastructural requirements for traditional technologies to support Big Data Paradigms 

can only be implemented at great expense 

 Apache Hadoop framework addresses current and future technological challenges of Big Data 

and enables the integration of big data analytics in businesses 

 

 

Report 

The raw data and the capabilities of the anal-

ysis to move are becomingan important com-

petitive factor for companies. In the banking 

and finance industry, massive amounts of 

data are generated by multiple services and 

service performances in the areas of mobile 

banking, credit, investment, and insurance. 

The purpose of these collected data extends 

from the operation of services through the 

improvement of the offer to the customer to 

fraud detection and risk analysis. The volume 

of exploitabledata amounts is today increas-

ing steadily, stands out by its most diverse 

data types, and requires flexibility in the anal-

ysis capability. All in all, companies must po-

sition themselves as future-oriented entities, 

because the trend “Big Data” is driven further 

by the braid of future technological innova-

tions. 

Contrary to what the name indicates, the 

challenges of Big Data does not relate solely 

to massive amounts of data in the petabyte 

or hexabyte area. In particular, it also refers 

to data of high variety with different data for-

mats in structured and unstructured form. 

There is also a high and continuous lasting 

change frequency of the stored data and the 

indispensable requirement to carry out valid 

and fault-tolerant data analysis. This high 

complexity of the "Big Data Analytics" places 

high demands on hardware resources such 

as memory, RAM and CPU, where a solid in-

frastructure becomes - even more so - a crit-

ical factor for performance and availability. 

Thus, in this context, the high cost of imple-

menting a high-performance, highly availa-

ble, and highly scalable infrastructure in-

creasingly comes into consideration. In this 

area cloud computing offers solutions. 

In the sphere of Big Data, cluster and cloud 

computing Apache Hadoop has been suc-

cessfully established as an open source so-

lution for distributed systems. The mas-

ter/slave architecture promises a high degree 

of scalability, availability, and fault tolerance. 

Additional memory, increasing I/O capacity, 

and enhanced performance can be realized 

cost-effectively by the simple addition of 

standard hardware. 

Map-Reduce is a framework for parallel com-

puting of large data sets on different nodes 

within large clusters. Since the processing 

and managing of data are two things natu-

rally in direct connection, Map-Reduce at the 

level of "Distributed data processing" along 

with the database "HBase" can be consid-

ered. Apache HBase realizes in this context, 

read and write access to the HDFS in real 
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time and forms very large tables with billions 

of rows and millions of columns in a Hadoop 

cluster. 

There are other tools part of the Hadoop 

HBase family that can be operated on the 

HDFS- and Map-Reduce-Framework. The in 

Figure 1 illustrated "top level abstractions" 

show an exemplary set of tools to perform the 

distributed stored "Big Data" analyzes. This 

abstraction layer makes the link between the 

distributed systems in Hadoop and existing 

analysis environments in companies (see 

"Top level interfaces" in Figure 1). It is in this 

fashion that Apache Pig as platform for the 

implementation of data flows in a Hadoop al-

lows an integration of ETL tools (Extract, 

Transform, Load). For the operation of busi-

ness intelligence solutions, Apache Hive pro-

vides a distributed data warehouse infra-

structure and Apache Sqoop allows the data 

transfer between relational databases (Rela-

tional Database Management Systems) and 

the HDFS. 

In addition to the availability of additional 

tools, such as Ambari, Avro, and Mahout, 

and additional modules such as Hadoop 

YARN, thedevelopment of Hadoop frame-

works is promoted in the context of the 

Apache project. Concerning Big Data Analy-

sis Hadoop with HDFS and Map-Reduce of-

fer not only a response to todays challenges 

of scalability, availability, and performance, 

but also to the necessary flexibility in the in-

tegration of big data analytics in business. 

However, the implementation of Big Data so-

lutions in large companies is confronted with 

obstacles while facing a variety of legacy 

systems. Thus, the existing architectures, 

technologies, and applications of different 

origin and culture technology are joined to-

gether by various compliance policies and 

security policies. This results in the introduc-

tion of Big Data technologies in necessary 

implications for the organization: 

Introduction of procedures, methods and 

skills for the implementation and operation of 

Big Data Analytics 

Development of new policies to address the 

driven by Big Data requirements for data 

quality and data security 

Sponsorship of top management to ensure a 

holistic Big Data Governance 

This topic that concerns Big Data technolo-

gies as a whole must be considered in the 

Figure 1: Illustration of a possible Apache Hadoop ecosystem 
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corresponding calculations for the develop-

ment of Big Data technologies. We must in-

crease awareness in the corporate worldin 

order to know which challenges, all together, 

must be addressedwith a modern data plat-

form and to what extent the organization it-

self must take responsibility over data man-

agement. 
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